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Figure 1. CHORUS. Given an object category, our method, CHORUS, automatically learns human-object 3D spatial arrangements in a
self-supervised way. Our method leverages a generative model to synthesize an unbounded number of images to reason about the 3D spatial
relationship. As output, CHORUS produces the 3D spatial distribution in the canonical space, which can be deformed for any posed space.

Abstract

We present a method for teaching machines to understand
and model the underlying spatial common sense of diverse
human-object interactions in 3D in a self-supervised way.
This is a challenging task, as there exist specific manifolds
of the interactions that can be considered human-like and
natural, but the human pose and the geometry of objects can
vary even for similar interactions. Such diversity makes the
annotating task of 3D interactions difficult and hard to scale,
which limits the potential to reason about that in a super-
vised way. One way of learning the 3D spatial relationship
between humans and objects during interaction is by show-
ing multiple 2D images captured from different viewpoints
when humans interact with the same type of objects. The
core idea of our method is to leverage a generative model
that produces high-quality 2D images from an arbitrary text
prompt input as an “unbounded” data generator with effec-
tive controllability and view diversity. Despite its imperfec-
tion of the image quality over real images, we demonstrate
that the synthesized images are sufficient to learn the 3D
human-object spatial relations. We present multiple strate-
gies to leverage the synthesized images, including (1) the
first method to leverage a generative image model for 3D
human-object spatial relation learning; (2) a framework to
reason about the 3D spatial relations from inconsistent 2D
cues in a self-supervised manner via 3D occupancy reason-

ing with pose canonicalization; (3) semantic clustering to
disambiguate different types of interactions with the same
object types; and (4) a novel metric to assess the quality of
3D spatial learning of interaction.

1. Introduction
Humans interact with objects in specific ways. We wear

shoes on our feet, a hat on our heads, and ride a bike by
holding handles and putting two feet on the pedals. While
this common sense regarding the 3D arrangements of the way
we interact with objects is known to us, teaching such things
to robots and machines is challenging, requiring numerous
variations in diverse human-object interactions in 3D.

As providing 3D supervision by manually annotating
various cases is hard to scale, an alternative way of teach-
ing such things is by showing 2D photos from the Internet
containing the interaction with the same object from many
viewpoints. A text-based image retrieval (e.g., Google Im-
age Search) can be an option to crawl many images from a
text description similar to NEIL [9]. However, this approach
fundamentally suffers from several obstacles such as (other
than the challenges in 3D spatial relation reasoning): (1)
viewpoint variations are insufficient and hard to control; (2)
the number of related images decreases drastically as the
compositionality of the prompt increases; and (3) the images
are often biased due to commercial websites.
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Figure 2. Internet-crawled images vs. synthesized images. Under
the prompt “A person is riding a bicycle, top view”, synthesized
images exhibit superior fidelity to the intended “top view” perspec-
tive compared to internet-crawled images. The correct viewpoint
image is indicated by the green bounding box.

In this paper, we present a novel idea of leveraging a
text-conditional generative model [59] as a controllable data
producer in synthesizing “unbounded”, “multi-view”, “di-
verse” images to learn the 3D human-object spatial relations
in a self-supervised manner. Despite its imperfectness in
quality, we observe that the synthesized images from genera-
tive models are more suitable for our objective, as the gen-
erative model effectively links desired semantics of human-
object interaction (HOI) described in natural language. Our
synthesis-based approach allows better controllability in ob-
taining images for spatial relation learning, providing more
relevant images from diverse viewpoints. See the examples
in Fig. 2.

Nonetheless, inferring 3D spatial knowledge in human-
object interaction from in-the-wild 2D image collections is
still a non-trivial problem due to the inconsistency and “wild-
ness” among synthesized images. In particular, a method
should handle the following challenges: (1) semantic varia-
tion: given a category, there can be various semantic situa-
tions of human-object interaction; thus, the spatial distribu-
tion of object may vary significantly as semantics vary; (2)
human pose variation: even assuming the same semantic sit-
uation, human postures can vary as diverse actions and pose
are available in the same situation; (3) intra-class variation:
object can exist in various forms (even if same category);
and (4) visual variance: when learning from 2D cues, the
visual properties (e.g., illumination, camera) may vary for
even the same 3D arrangement, making it difficult to localize
and extract 2D cues.

To this end, we present a self-supervised method to learn
the spatial common sense of diverse human-object inter-
actions in 3D for arbitrary object categories without any
human annotations. We present several novel components to
achieve the goal, including (1) automatic prompt generation
for diverse view and semantic variations via chatGPT [51],
(2) outlier filtering strategies, (3) automatic camera view
calibrations by using a human as an anchor, (4) accumu-
lating spatial interaction cues from inconsistent multi-view
2D knowledge with varying human pose, object geometry,
and (5) clustering for various semantic human-object inter-
action types. The output of our method can be considered as
possible occupancy distributions of the category-specified
3D object relative to the human body in a canonical person-

centric space regarding the intra-class object variation. We
demonstrate the efficacy of our method on various object
categories and human-object interaction types, as shown in
Fig. 1 and Fig. 7. As the first in this direction, we also in-
troduce a new metric, namely Projective Average Precision
(PAP), to quantify the quality of 3D spatial inference out-
puts. Our contributions are summarized as follows: (1) the
first method to leverage a generative text/image model for
3D human-object spatial relation learning, including auto-
matic prompt generation, outlier filtering, and 3D viewpoint
estimation via estimated 3D humans; (2) a framework to
reason about the 3D spatial relations from inconsistent 2D
cues in a self-supervised manner via 3D occupancy reason-
ing with pose canonicalization; (3) semantic clustering to
disambiguate different types of interactions with the same
object types; (4) a novel metric to assess the quality of 3D
spatial learning of interaction.

2. Related Work
Text-to-Image Synthesis with Diffusion Models. Recent
approaches in text-to-image synthesis show great perfor-
mance by leveraging emerging diffusion models [34, 50, 59,
65–68]. Diffusion models are a class of generative models
that “noises” the data from training distribution and learn to
“denoise” the perturbed images at arbitrary noise scale. Dif-
fusion models are likelihood-based generative models and
are known to show high mode coverage and generate high-
fidelity images. One drawback is the slow inference time due
to multiple iterations of the denoising process, which can be
mitigated by recent approaches [34, 40, 59, 66]. Diffusion
models enable text-conditional image generation via utiliz-
ing CLIP [56] embeddings [49, 57, 59] or large-language-
model encodings [61]. In practice, classifier guidance [15]
or classifier-free guidance [26] is applied at inference steps
further to enhance the quality and text-coherency in trade-off
with diversity.
Generative Models as Data Producer. Similar to our ap-
proaches, there have been extensive approaches to leverage
generative models as data generators. Prior approaches uti-
lize GANs [19, 33, 55] to synthesize data for tasks including
classification [2, 8, 43, 72, 75], 3D vision [21, 52, 64, 86],
2D segmentation [44, 74, 87], dense visual alignment [54];
or diffusion models [27, 59] for data augmentation [73] or
as synthetic data for few-shot learning [25]. One major chal-
lenge of such methods is that generative models output “free”
and “uncontrolled” images. Ali et al. [29] presents a method
to generate multi-view images for representation learning by
applying transformations on the latent vectors of the genera-
tive models, similar to our approach.
Learning 3D Spatial Arrangement between Human
and Object. Prior work models 3D human-object inter-
action for each specified interaction type and input. Ap-
proaches include inferring hand-object interaction from
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Figure 3. Method overview. Our method starts with generating prompts for human-object relationships within a specific object category.
These prompts produce a multitude of images, incorporating HOI semantics. After applying filtering strategies to eliminate outliers, the
chosen images are aggregated in canonical 3D space using a canonicalization approach. The resulting distribution can be flexibly adapted to
different human postures.

3D [5, 71, 88], 2.5D such as heatmap [4, 6], or provided
images [14, 16, 23, 35, 79]. These methods only model
hand-object relationships and cannot predict the full body.
The methods that model full-body interactions include
generating/reconstructing 3D humans from 3D scene con-
straints [22, 63, 84, 85], capturing interaction from multi-
view camera [3, 31, 69], or reconstructing 3D scene from
human-scene interaction type [80], or human-human inter-
actions [18]. Also, there exist approaches to model con-
tacts [7, 12, 28, 38, 47, 58]. PHOSA [83] reconstructs 3D
human and object from a single image; however, it re-
quires manual labeling for the human-object interaction
region, which limits the generalizability of the approach.
CHORE [77] additionally models contact via distance be-
tween human and object by leveraging implicit surface learn-
ing to fit parametric SMPL [41] human and template object
mesh. Unlike previous methods, our method does not require
any object templates or supervision.

3. Method

3.1. Overview

Our method extracts 3D spatial knowledge of human-
object interactions (HOI) by modeling object location as an
occupancy probability distribution Φo when the category of
the object o is given. The spatial relationship during HOI can
vary even for the same object category due to the variation
of human state (e.g., pose, body height and body shapes) and
types of interactions (e.g., we can ride or hold a surfboard).
Thus, we model the 3D spatial probability distribution in
pose-conditioned and type-conditioned manners:

Φo(x|θ, s) ∈ [0, 1], (1)

where x ∈ R3 is a 3D location of object occurrence in the
“pose-deformed” space, θ is the 3D state of a person in terms
of pose and shape variation, and s is a type of human-object

interaction among possible discrete variations S. We rep-
resent Φo in an explicit voxel space with 483 resolutions,
where the probability shows the likelihood that the specific
location is occupied by the object o during interactions. The
human state θ ∈ R24×3 is parameterized by SMPL [41]
pose parameters for 24 joints to represent the condition of
3D human pose variations. S represents plausible types of
interactions for an object o, which is used for clustering dis-
tributions as described in Sec. 3.4. Specifically, S considers
the semantics described by (1) natural language prompts and
(2) contacted parts between humans and objects. For exam-
ple, holding a surfboard and riding a surfboard should be
considered as different interactions, despite the same object
category, which is the objective to have S as the input for
our Φo.

As a way to learn the 3D spatial distribution from incon-
sistent 2D image data, our method aggregates the HOI cues
in a canonical space:

Φc
o(x

c|s) ∈ [0, 1], (2)

where the xc is a 3D location at the canonical space. The
canonical space is defined by the rest-pose of SMPL, as
shown in Fig. 3, where we put zero rotations for most
joints except hips; ±π/6 z-axis rotation on the left and
right hips, respectively; following the approach proposed
by SNARF [10] (we empirically find that it is advantageous
to keep a sufficient distance between legs). Note that this
canonical distribution Φc

o is independent of the 3D human
pose state θ, in contrast to Eq. 1. Our 3D spatial reasoning in
the canonical space is inspired by the recently emerging ap-
proaches to building animatable 3D avatars [10, 11, 30, 62],
where cues from multiple 3D scans or views from differ-
ent postures are aggregated in the canonical space. Yet, our
framework is much simpler without requiring precise linear-
blend skinning estimation since our target is reasoning the
approximate object locations w.r.t. human rather than high-
fidelity 3D human surface estimation. By reasoning in the
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canonical space, we can handle the inconsistency and varia-
tion of synthesized multiview images in HOIs. To this end,
our framework provides a warping function to convert back
and forth between Φc

o and Φo, and our learned 3D spatial dis-
tribution can be applied to any 3D human postures to guess
potential object locations as shown in Fig. 7. As an inter-
esting key idea for generating multi-view image collections
for 3D spatial relation learning, we use a SOTA diffusion
model [59] that can synthesize realistic images from text
prompt inputs. We refer readers to Fig. 3 for an overview of
our method, and Supp. Mat. A.1∼A.8 for more details on
each component.

3.2. Dataset Generation

Prompt Generation. We aim to produce various text
prompts that describe the diverse semantics of human-object
interaction on a target object o, which a text-conditioned
diffusion model [59] can then take for image generation. In
particular, we want to obtain visual cues on various human-
object interactions with the target object o with many view-
points for 3D reasoning.

Towards an automatic process, we present a solution by
leveraging the ChatGPT [51], an instruction-tuned large lan-
guage model, to produce a set of plausible prompts automati-
cally. Specifically, we give the input query sentence as shown
in Fig. 4, where we can simply replace the object category
(e.g., skis as shown in a blue box) for any target objects. As
shown, ChatGPT produces various related output prompts.
We empirically observe that our solution with ChatGPT is
much more efficient with higher quality, compared to the
possible alternative way of directly generating prompt sen-
tences via exhaustive combinations of a set of subjects and
verbs, which may produce awkward expressions (e.g., “wear
a bike”). Furthermore, to encourage similar scenes from
diverse viewpoints as much as possible, we also present a
strategy to control viewpoints of the synthesized images by
augmenting view conditions on each prompt produced from
ChatGPT, such as “back view”, “side view”, and “far view”.
As shown in Fig. 4, we demonstrate this viewpoint augmen-
tation on prompts is advantageous in producing scenes from
diverse views, while it is only partially guaranteed that the
outputs follow the instructed viewpoints due to the imper-
fection of generative models. We generate 3 to 20 prompts
per category, where each is augmented with 22 different
auxiliary prompts to control viewpoints.
Synthesizing Text-Conditioned Images via Diffusion.
Given a set of produced prompts regarding a human-object
interaction, we link these natural language descriptions to
visual entities by synthesizing images via an off-the-shelf
latent diffusion model [59], which has great power in high-
fidelity image generation with high mode coverage. Exam-
ples are shown in Fig. 4. Our strategy enables us to produce
an unbounded number of diverse scenes containing the de-
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Figure 4. Viewpoint augmentation. Examples of prompts pro-
duced by ChatGPT and images synthesized via diffusion with
viewpoint augmentation.

sired human object interaction with the target object category.
Notably, the same prompt can be used multiple times by sim-
ply changing the initial random latent, resulting in different
outputs. We create 5000 ∼ 90000 images per object cate-
gory, evenly distributed for each given prompt within the
category.
Filtering. Despite the efficacy of using the diffusion model
for an image producer, the collected images are still in a
wild status, making it challenging to use them directly for
3D spatial HOI learning. Thus, we first apply a series of
filtering strategies to retain useful images only. Notably,
the unbounded nature of our data generation allows us to
use tough thresholds to filter out useless image samples
aggressively. We use the following criteria in determining
“valid” image samples: (1) the image contains a single human
for efficient localization without ambiguity; (2) the image
contains the target object; (3) the human and the target object
should be close enough with sufficient overlapping in the
bounding boxes (with a certain threshold); and (4) the whole
torso part of the human should be visible. We use an off-the-
shelf object detector [37, 76] for the bounding box detection
and instance segmentation. To check the torso’s existence,
we use a 2D keypoint detector [13, 70, 82] and check whether
shoulders and hips are within the image boundary and their
detection confidences are above certain thresholds.

3.3. Pose Canonicalized Aggregation

A large collection of images obtained from our approach
can provide cues for 3D spatial HOI reasoning. As its first
step, we estimate camera viewpoint by using the estimated
3D human orientation as an anchor. Then, we aggregate 2D
object mask cues from each view to estimate 3D occupancy
distribution, where we apply pose canonicalization to handle
pose variations among synthesized images.
Viewpoint Estimation via 3D Human Pose Estimation.
The orientation of the human body in the scene can provide
a clue to estimate the relative camera viewpoint w.r.t the
human. For this purpose, we use an off-the-shelf monocular
3D human pose estimator [60], which outputs the 3D global
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(a) Calibrated cameras and humans. (b) Synthesized images.

Figure 5. Human-anchored camera calibration. Predicted hu-
mans and calibrated cameras for synthesized images.

orientation of humans along with 3D joint orientations in
SMPL [41] parameterzation. Specifically, given an image I
and a human bounding box B ∈ R4, a 3D pose regressor
Fpose3d outputs:

{ϕ, θ, β, π, j} = Fpose3d(I,B), (3)

where ϕ ∈ R3 is the global orientation of the human defined
in the camera-centric coordinate, θ ∈ R23×3 is 3D joint
angles (excluding the pelvis root) in angle axis, β ∈ R10

is shape parameters, and π ∈ R3 is the weak-perspective
camera parameters, and j ∈ R24×2 is the projected 2D joint
locations on image space. We then convert π and ϕ into a
perspective camera model Π in the person-centric coordinate
system by minimizing the distance between projected SMPL
joints via π and Π. To this point, all images are “calibrated”
in a common 3D space, where the SMPL humans are aligned
and centered at the origin (i.e., pelvis is set as origin), as
depicted in Fig. 5.
3D Occupancy Estimation via Human Pose Canonical-
ization. We represent spatial 3D HOI reasoning via the oc-
cupancy probability field Φc

o as defined in Eq. 2. For brevity,
we may first consider a holistic distribution Φc

o(x
c) ∈ [0, 1],

which does not consider semantics and returns a marginal-
ized distribution for the most probable HOI. Given the virtu-
ally calibrated multi-view images we processed above, we
compute Φc

o via visual hull reconstruction using the 2D ob-
ject segmentation masks obtained in the filtering stage. How-
ever, as an issue, the 3D human poses may not be consistent
across views, as shown in Fig. 5, making it challenging to
apply visual hull reconstruction directly.

To handle this issue, we consider a canonical space de-
fined via the rest pose of the SMPL model and compute
the conversion between this canonical space and the pose-
deformed space corresponding to each view. This process is
inspired by the deformable object reconstruction [48] or the
animatable human reconstruction pipelines [10, 11, 30, 62],
where SMPL body posture provides the guidance to con-
vert between two spaces. Unlike the 3D human modeling
approaches that use MLPs for neural skinning [10, 11, 62],
our goal is to enable the 3D voting to the corresponding 3D
canonical volume space by warping into pose-deformed vol-
ume space and checking the means of 2D mask occupancies.

Thus, we take a simple strategy to find the mapping between
the canonical and posed spaces. Specifically, we define Lin-
ear Blending Skinning (LBS) weights for 3D point xc in the
canonical space (we use 483 voxel grid) by averaging the
ones from k-nearest neighbor SMPL vertices with inverse
distance weights, similar to SelfRecon [30]. That is:

ω(xc) =

∑
i∈Nk(xc)

wi / ∥xc − vi∥∑
i∈Nk(xc)

1 / ∥xc − vi∥
(4)

where Nk(x
c) is a set of k-nearest neighbor vertex indices

on SMPL mesh, wi ∈ R24 and vi ∈ R3 are each associated
LBS skinning weights and location of i-th vertex in SMPL.
Intuitively, the 3D space is transformed by following the
motion of the closest SMPL vertices. Additionally, assuming
the monotonic decrease of the effect of bone transformation
as xc is far from the SMPL mesh model, we encourage “zero
deformations” for the far-away points by decreasing the ef-
fect of LBS with skinning weight adjustments by simply
applying weighted sum between ω(xc) and LBS skinning
weights for pelvis e1 ∈ R24 which has no effect on deforma-
tion. Refer to Supp. Mat. A.5 for more details.

Given computed LBS weights, the warping from the
canonical space xc to a pose-deformed space x with
SMPL pose θ can be performed by following the forward-
kinematics pipeline of SMPL skeletal hierarchy:

x = W(xc) =

nb∑
j=1

ωj(x
c) ·Bj(θj) · xc, (5)

where ωj denotes the j-th LBS weights, Bj(θj) ∈ SE(3)
represent j-th bone’s global 3D transformations.

Finally, the 3D occupancy aggregation can be performed
by warping the 3D canonical points into the deformed space
of each view and checking the means of the 2D object mask
occupancies when projected:

Φc
o(x

c) =

|G|∑
k=1

rkMk(Πk(W(xc)))

|G|∑
k=1

rkIk(Πk(W(xc)))

(6)

where G is the set of generated images, rk is accumulation
score for image k based on predicted camera distribution,
Mk, Ik are each mask and image operator for k-th im-
age which returns 1 if the provided 2D value lies within
mask/image space else 0, and Πk is perspective projection
for k-th image view.
Uniform View Sampling. Despite our viewpoint augmen-
tation when prompting, the resulting images still may have
biases toward specific viewpoints, making 3D reasoning dif-
ficult. Thus, we enforce uniform view sampling (similar to
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importance sampling) by dividing the azimuth region into a
fixed number of bins and setting the accumulation score rk
in Eq. 6 as the inverse of camera numbers in the bin.
Inference for Posed Space. At inference, we can transform
our occupancy probability distribution Φc

o(x
c) defined in the

canonical space into the pose-deformed space Φo(x|θ) by
using backward skinning, unlike the forward skinning (refer
to Eq. 5) during training. Specifically, we set Φo(x|θ) by
warping x in pose-deformed space to xc in canonical space
and retrieving the learned occupancy probability Φc

o(x
c). To

this end, we compute the LBS weights in the pose-deformed
space (in contrast to training) and apply inverse transforma-
tion W−1.

3.4. Selective Aggregation via Semantic Clustering

The canonical distribution Φc
o(x

c) from Eq. 6 does not
take into account the different semantics. However, the
form of human-object interaction can differ even within
the same object category, requiring corresponding variations
of Φc

o(x
c), as defined in Eq. 2. To formulate this, we define

the interaction type s ∈ S as a pair of prompt p and body
part a (optional) in contact with the object:

S = {(p,a) | p ∈ P,a ∈ A}, (7)

where P is the set of entire prompts produced and A is the
set of body part segments, given as a part of SMPL mesh
vertices. Intuitively, a prompt represents a semantic (e.g.,
“playing with a ball”), and the body segment can further
specify the interaction type (e.g., foot−→“kicking”).

We compute Φc
o(x

c|s) for each interaction type s = (p,a)
by aggregating a semantic cluster of images that depict such
interactions, selected from G. Specifically, we utilize images
generated from the single prompt p. Body part a is used as
a proximity cue to retain relevant image samples, where
we consider the image irrelevant if the 3D rays from the
object mask do not intersect with the interaction region of
a. Our method of “selective aggregation” enhances spatial
HOI reasoning for multimodal scenarios.

4. Experiments
We provide both quantitative and qualitative comparisons

to verify our method. In Sec. 4.2, we present a new metric,
namely Projective Average Precision (PAP). We provide a
brief explanation of PAP and detailed protocols in Supp.
Mat. B.2. In Sec. 4.3, we quantitatively compare our method
with various ablations to provide justifications for our design
choices. We also compare our method trained on synthesized
images with the one trained on internet-crawled images, and
show that synthesized images are more suitable for learn-
ing 3D HOI. In Sec. 4.4, we show qualitative results. We
demonstrate the quality of the learned HOI spatial distribu-
tion when various human pose is given for a diverse set of

object categories. We then explore the effects of semantic
types on the distribution by changing HOI prompts and body
part specifications. We also analyze the effects of canonical-
ization via a comparison with an ablation. In Sec. 4.5, we
exemplify an application of our method to the downstream
task: 3D Human-Object Reconstruction from a Single-view
Image. Refer to Supp. Mat. B.1∼B.2 for more details on
each part, and Supp. Mat. C for extensive qualitative results.

4.1. Dataset

Generated Dataset. Since our method is a fully-autonomous
and self-supervised approach, no external dataset is required
for training. We test our method for 19 object categories
from COCO [39] (e.g., bicycle, chair) and 5 categories from
LVIS [20] (e.g., hat, sweater), where we generate 5000 ∼
90000 images per category.
Image Search Dataset. We provide a quantitative compari-
son between the results of our method using image search
data and using synthesized images in Sec. 4.3. To this end,
we use AutoCrawler [81] to collect images for category mo-
torcycle from the internet, using the same prompts used for
preparing generated dataset.
Extended COCO-EFT Dataset for Testing. To quantita-
tively evaluate our learned HOI distributions, we use COCO
dataset [39], which provides GT 2D object masks. In partic-
ular, we use COCO-EFT (val) [32], where pseudo GTs for
3D human poses are provided in SMPL [41] format. Among
all samples in COCO-EFT, we perform a filtering process
to keep only the samples where human-object interactions
happen by retaining the samples with a single human and a
single object with sufficient overlaps between them. After
the filtering process, we compute perspective camera param-
eters similar to Sec. 3.3 from the weak-perspective cameras
provided in the dataset.

4.2. Projective Average Precision

As no standard metrics exist for this task, we define a new
evaluation metric: Projective Average Precision (PAP). Refer
to Fig. 6 for an overview of the PAP evaluation protocols.
Evaluation Protocols. We utilize the COCO-EFT [32]
dataset with pseudo-GT 3D human pose and object masks to
compare the projection of estimated 3D distribution with GT
object mask. Specifically, we first deform the canonical 3D
distribution into pose-deformed space and apply threshold
for discretization. We project discretized occupancy values
to 2D using the perspective camera and compute pixel-wise
precision and recall between ground-truth object mask and
projected occupancy. By setting multiple threshold values,
we enable quantifying the validity of distribution regarding
the intra-class object variation in terms of geometry. Note
that we compute precision and recall for evaluation as our
method aims to infer the object distribution, not to recon-
struct the exact geometry of the target. The calculated pre-
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Figure 6. Overview of evaluation protocols for PAP.

cision and recall values are then employed to determine the
average precision (AP) using two distinct methods (vanilla,
strict). Averaging the AP values across all images within
the category yields the Projective Average Precision (PAP).
Further insights and comprehensive details can be found in
Supp. Mat. B.2.
Human-Occlusion-Aware PAP. We observe that human
masks frequently overlap with objects, potentially causing
inaccuracies in evaluating rendered 3D occupancy against
partially-removed ground-truth masks as shown in Fig. 6b.
To address this issue, we exclude precision and recall calcu-
lations within the 2D region of the human projection, con-
sidering the likelihood of occlusions.

4.3. Quantitative Evaluation

Ablation Studies. To justify our design choice, we quan-
titatively compare our method with various ablations. We
use mPAP (average of PAP for all categories) metric for
comparison, and we report the results in Tab. 2. We list the
baselines used for comparison and discussion for each re-
sult below. Unless specified, all baselines follow the same
implementation details provided in Sec. 3.
• w/o Keypoint Filtering: We deactivate keypoint filtering

and conduct experiments using an equivalent number of
images as in the case with keypoint filtering. We randomly
sample from a combination of unfiltered and filtered im-
ages. We report a drop in performance when keypoint
filters are not applied, which is attributed to erroneous 3D
human predictions.

Table 1. Image Search vs. Synthesized Images: Statistics.
Method # Images # Images after Filtering Rejection-rate (%)↓ Camera Entropy (bits)↑
Image Search1k 1201 391 67.44 10.04
Image Search10k 9408 2526 73.15 12.25
Synthetic1k (Ours) 1201 456 62.03 12.21
Synthetic10k (Ours) 9408 3626 61.46 14.63

Table 2. Quantitative Evaluation Results. (up) Results for ablation
studies on COCO-EFT categories. (down) Results for quantitative
comparison between image search and synthesize images on single
category motorcycle.

Method
Vanilla Human-Occlusion Aware

mPAP↑ mPAPstrict↑ mPAP↑ mPAPstrict↑

Oursw/o Keypoint Filtering 18.31 15.90 19.97 16.52
Oursw/o Canonicalization 17.52 15.12 19.56 15.85
Ours1% 14.98 13.81 15.21 13.73
Ours10% 17.90 16.13 18.86 15.82
Oursfull 19.86 17.18 20.28 16.80

Image Search1k 53.64 52.15 60.08 56.86
Image Search10k 55.97 54.59 63.62 61.11
Synthetic1k (Ours) 56.33 55.11 63.91 61.85
Synthetic10k (Ours) 57.14 55.19 64.82 62.11

• w/o Canonicalization: We compute the HOI distribution
without pose canonicalization. Notably, we find that re-
moving canonicalization damages the metrics by a large
margin. This is an expected result, as removing canoni-
calization will disperse the 2D cues and limit the precise
aggregation due to pose variation.

• 10%, 1% Trained: To see the effect of the number of
generated data used for training (i.e., training time), we
reduce the images by randomly selecting 10% or 1% of
filtered images per prompt and run the 3D aggregation.
The results imply that using more synthesized images
for aggregation is beneficial for the quality of learned
distribution, and the potential of our method for scalability.

Image Search vs. Synthesized Images. To validate the use
of synthesized images, we compare our method’s output
for motorcycle category across diverse datasets. We opt for
motorcycle due to the abundance of accessible and common
images, which ensures a fair and rigorous comparison. We
assess four settings, altering (1) data source (image search
or synthesis) and (2) image count (1k or 10k). To ensure fair-
ness, we randomly select images from the generated dataset,
equivalent to the size of image search dataset. We follow the
same procedures described in Sec. 3 for filtering and aggre-
gation. We report the dataset’s retrieval statistics including
post-filtering rejection rate, and camera distribution entropy
for filtered images in Tab. 1. For the computation of camera
distribution entropy, we fit Gaussian normals with a standard
deviation of σ = 0.01 to each camera’s location on the unit
sphere, using geodesic metrics.

We observe a higher and increasing rejection rate in the
image search dataset compared to the stable, relatively low
rate in the generated dataset. We attribute this to the word-
occurrence-based search algorithm, which may retrieve im-
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Figure 7. Qualitative Results for Various Categories.

ages without HOI (e.g., commercials). Thus, we argue that
the generated dataset offers enhanced scalability for HOI
learning. Furthermore, the superior camera distribution en-
tropy in synthesized images implies a richer diversity of
camera poses than the image search dataset. Such diversity
provides more informative content for 3D aggregation in the
generated dataset. While our method addresses imbalanced
camera distribution during aggregation through uniform view
sampling (Sec. 3.3), results in Tab. 2 consistently demon-
strate the synthetic dataset’s superior performance across
metrics. This reaffirms the effectiveness of our data gen-
eration approach for HOI learning, even after minimizing
information differences from camera imbalance.

4.4. Qualitative Evaluation

Various Categories. We demonstrate that our method can
learn spatial human-object relationships for a diverse set of

“A person balances on a surfboard” | leftFoot

“A person carries a surfboard” | rightArm

“A person paddles on a surfboard” | torso

Reference 

Image
Overlay Image View Top View

Canonical

Side View

Canonical

Front View

Figure 8. Effects of semantic type condition on object distri-
bution. As semantic types vary, the canonical and pose-deformed
object distribution changes accordingly.

object categories in Fig. 7. We use SMPL pose and refer-
ence image sampled from; the COCO-EFT [32] dataset for
COCO [39] categories and generated dataset for LVIS [20]
categories; to deform the distribution in canonical space to
pose-deformed space. We visualize the semantic cluster that
best matches the reference image. Refer to Supp. Mat. C for
extensive results.
Effects of Semantic Type Condition. We find that our set of
learned distributions conveys the human-object interaction
effectively. We report the examples of object distributions
(category: surfboard) in canonical and pose-deformed space
for different semantic types s = (p,a) in Fig. 8. Notably, the
object distribution of the surfboard for the given prompt “A
person carries a surfboard” shows the mode near the human
torso and arms: which is a plausible location for holding a
surfboard when carrying around. We also report results when
semantic body part a vary for the same semantic prompt de-
scription. In Fig. 9, we observe that body parts act important
as a condition when the provided semantic prompt contains
little or less information on HOI; hence, ambiguous. For ex-
ample, the semantics for “A man playing with a sports ball”
can be different in terms of sports categories. In Fig. 10,
we can see the effects of prompt change when body parts
are the same. While the semantic type with prompt “The
cyclist pedaled the bicycle” return a shape similar to the
original bicycle as expected, we observe the donut-shaped
distribution as in Fig. 10 when we change the prompt into
“The commuter standing next to a bicycle”. We argue that
such distribution conveys accurate semantics of spatial ar-
rangements as humans can be oriented in arbitrary directions
even if standing next to a bicycle, where we can assume such
arrangement leads to rotationally-invariant distribution (e.g.,
donut-shape).
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Canonical Space Pose-Deformed Space

Canonical Space Pose-Deformed Space

Figure 9. Effects of body-part specification. For category sports
ball and prompt “A man playing with a sports ball”, body parts play
a significant role as a condition for further specifying the HOI type.

“The commuter standing next to a bicycle”

“The cyclist pedaled the bicycle”

Reference 

Image
Overlay Image View Top View
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Figure 10. Effects of prompt specification. For category bicycle,
object distribution changes significantly as prompts representing
the HOI type differs.

Surfboard

With Canonicalization Without Canonicalization With Canonicalization Without Canonicalization

Baseball Glove

Figure 11. Effects of canonicalization. Removing canonicalization
from our approach leads to scattered aggregation of 2D mask occu-
pancies, resulting in blurry outcomes and diminished precision.

Effects of Canonicalization. We ablate the effects of canon-
icalization and report results in Fig. 11. From results, we can
observe that precision is enhanced and variance is reduced
when pose-canonicalization is applied, as the aggregation
of 2D cues becomes more coherent compared to direct rays
due to pose-variance.

4.5. Application

Our method returns generalizable 3D human-object spa-
tial knowledge represented as probability occupancy distri-
bution of the object, which can be easily applied to many
downstream tasks. This section provides an example case of
application to the following downstream task: 3D Human-
Object Reconstruction from a Single-view Image. Given a
single-view image, we apply off-the-shelf monocular 3D

Single-View 

Image

3D Human-Object 

Reconstruction

Predicted

Category

Predicted

Human & Object

Motorcycle

Backpack

Figure 12. 3D Human-Object Reconstruction from a Single-view
Image. Using learned distribution as a prior, we can reconstruct 3D
human and object from single image without any template mesh.

human pose estimator [60] to extract SMPL pose and off-the-
shelf object detector [37] to find the category of interacting
object, where we find the object of interaction by comput-
ing bounding box overlap between human and object and
picking the object with maximum value. Next, we extract
3D object occupancy distribution by simply inputting the
category of the found object as a keyword to our method.
Finally, we apply the marching cube algorithm [42] to the
object distribution to convert 3D object occupancy into a
3D object mesh. Our method is applicable to in-the-wild
images, fully automatic and template agnostic, in contrast
to previous works that use template mesh to represent 3D
objects [77, 83]. See Fig. 12 for results.

5. Discussion
Our method introduces a novel approach, enabling ma-

chines to probabilistically learn 3D human-object spatial re-
lationships based on pose and HOI types. Unlike prior meth-
ods, ours extracts this information through self-supervision,
eliminating the need for laborious annotations. We present
multiple strategies, including leveraging a generative model
for prompt/image synthesis to enhance image control, and a
canonicalization-based framework for computing 3D spatial
HOI fields from synthesized 2D images. Furthermore, we in-
troduce a novel metric that demonstrates the high quality of
our learned HOI distribution. As the work presents a method
to extract an intermediate representation, our approach offers
numerous potential downstream applications; however, while
possessing such potentials, the work is new and thus has lim-
itations, such as low granularity and inaccurate modeling of
distributions for small objects. We extensively discuss these
limitations and potential future avenues in Supp. Mat. D.
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